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I. Introduction : 

Very often a researcher's interest is to compare two treatments 
to see if there is a significant difference. In the case of two treat-
ments the necessary statistical test was provided to him long time 
ago. The early development of F-test faciliated testing the equality 
of differences among al! treatments. This seems to be rather 
unfortunate because this was not exactly what the researcher 
needed. Sir R. A. Fisher, the originator of the F-test, tried to find a 
solution to the problem. 

In 1935 he introduced the concept of LSD (Least Significant 
Difference) as a tool for judging individual comparisons following 
a significant F-test. This is where the complex problem of multiple 
comparisons started. 

Researchers were not satisfied and somewhat disappointed 
because sometimes the results of the F-test contradicted those of 
the t-tests, making it difficult to know which to rely on. The statis-
tician was not satisfied either, and found himself responsible for 
resolving this contradiction. But the real dissatisfaction for the 
statistician was the concern about Type I error. Because everything 
that he knew about Type I error and power did not seem to be 
directly applicable to the new testing procedure, it was necassary 
to develop new terminology for different types of errors. 

Starting in 1939, Newman, Tukey, Duncan, Scheffe, Dunn, Dun-
nett and others developed new methods all of which easily solved 
the consumers first problem, but introduced a new one, namely, he 
observed that diffirent procedures resulted in almost entirely diffe-
rent conclusions for the same comparisons. The reason was that 
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different definitions of error rate were used (or emphasized). Sta-
tisticians still have not agreed upon a common definition. In prac-
tice, there seems to be a resistance against the recent definitions 
of error rate and defence of the Comparisonwise Error Rate (Wilson, 
1962). As Miller described, " . . . For them to change now may not be 
emotionally possible" (1966, p. 93). On the other hand, because the 
statisticians could not agree upon a single all-purpose definition, 
they passed the responsibility to the experimenter. "The experimen-
ter is far more familiar with the data, its virtues and vagaries, than 
the reader, so it is his prime responsibility to draw the main conc-
lusions" (Miller, 1966, p. 34). 

Regardless of who was responsible for this state of affairs, the 
basic problem is clear and straightforward: what definition of sig-
nificance level is adopted in each procedure? As Waller and Duncan 
pointed out, "Opinions differ as to whether the customary opera-
tional choices of a (.10, .05, .01) should be made in terms of a com-
parisonwise a, an experimentwise a, or some intermediate form" 
(1969, p. 1484). Miller describes the same paradox in a simpler form 
with different terminology: "To this author the principal disagrement 
seems to revolve around whether the consumer needs a test of 
significance or a confidence interval" (1966, p. 2). 

A clear statement of the problem does not lead to a neat 
solution. New terms introduced in place of classical Type I error are 
conceptually difficult to grasp. Even worse, selection and use of 
possible substitutes are quite arbitrary or based on subjectivity, the 
statistician can not be of further help. The complexity of multiple 
comparisons reached to such a point that Ryan's conclusion is un-
derstandable, "An adequte solution of the problem might even lead 
to an abandonment of significance testing in favor of some other 
method of dealing with the effects of sampling error which would 
not create the dilemma with which we are now faced" (1962, p. 305). 

In the above discussion the existence of a problem has been 
introduced. It was observed that the problem basiciy centered aro-
und the error rates. Therefore without a sound description of error 
rates, the nature of the dilemma can not be fully explored. 

If. The Concept Of Error Rate 

It is important to distinguish 'multiple test' procedures from 
'single test' produres, since from this difference emerged the new 
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conceptualization of error rates. A single test, which may not be 
very useful and efficient in many research designs, may be defined 
as employing a test statistic, only once, on the same data" This 
situation is seldom encountered in actual research but it is often 
discussed in elemantary statistics texts. Research problems more 
often require multible testing procedures rather than a single test 
statistic. Some illustrations of the wide and important usage of 
multible testing procedures are, the analysis of intercorrelations of 
tests given to a particular group, the F-ratios of two way (or higher) 
ANOVA, simultaneous confidence intervals for regression coeffici-
ents, and the replication of an experiment. Multiple comparisons are 
only one instance of general multiple testing theory in which a sta-
tistic is compared for more than two conditions1. To make the dis-
tinction clear, the F-test in one-way ANOVA is a single test proce-
dure, whereas t-tests among all possible pairs of groups means is 
a multiple test procedure. 

Suppose a = .05 is selected for one specified individual com-
parison when many exist, and for an F-test. The meaning of Type I 
error is clear for the F-test but not so for an individual comparison 
when the existence of other individual comparisons is considered. 
The probability of rejecting a true difference is then not equal to 
.05. This means that given an a — level significance in any single 
test of a comparison, the probability of at least one Type I error 
will be increased as the number of comparisons increases. The 
reason is that the actual error rate is related to the set of indivi-
dual comparisons, and "i t is quite a different matter to expect the 
t-test to be valid for determining the signicinace of the difference 
between the smallest and largest sample means. A t-test applied to 
the largest contrast takes no account of the number of groups 
(Glass and Stanley, 1970, p. 382) 

In the case of independant multiple testing procedures, actual 
error rate (sometimes called 'error risk-), can be readily obtained 
through the binomial distribution since an individual test can be ta-
ken as a Bernoulli trial. (It will be seen later that actual error rate 
•s more difficult to determine in the case of dependence). Given the 
two parameters for the binomial distribution, p = a and n = J (num-

(1) ) ln this paper only ¡he 'means' wi l l be considered, a l though medians correla-
t ion coef f ioent , f requencies or propor t ions could be considered as wel l 
(Renner, 1969; Ryan, 1960) 

(2) The complement of th is term, 'Protect ion Level' is more of ten used. 
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course, but the lack of emphasis on the various error ratas may be 
very much misleading for an average reader who wants to learn the 
subject matter. 

For the same reason, it is not meaningful in a research report 
to state the significant differences without making clear what appro-
ach has been employed. Assuming a statistically naive reader has a 
fixed idea about Type I error (i.e., Comparisonwise Error Rate), in-
terpretation of the results may be completely misleading; for the mo-
re knowledgable reader, results may not be interpretable at all. 

Because Experimentwise Error Rate has more merit than some 
other error rates for many research purposes, in some recent publi-
cations the authors present only the Tukey and Scheffé methods for 
mulitible comparisons. These methods are not sufficient because in 
these two procedures the confidence intervals are so constructed 
that all possible contrasts fall within given limits. As the number of 
comparisons to be made in a given experiment decreases the large 
confidence interval becomes more and more unnecessary. Research 
work is very expensive in general and loss of information may be 
more costly than these writers might think. 

This paper has introduced and defined various types of error 
rates and the most common multible comparisons produres have 
been outlined using a non-mathematical approach. It is hoped that 
such an exposure will direct the researcher's attention to the mul-
tiple comparison problem which frequently arises in applied research. 
It is the author's observation that in the published research reports 
in our country, the multiple comparison testing is either neglected 
or completely overlooked. 
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Ö Z E T 

Ülkemizde yayınlanan uygulamalı araştırma raporlarında, uygun 
hallerde dahi, çoklu-karşılaştırma test yönteminden yararlanamadığı 
bir noksanlık olarak değerlendirilebilir. Bu yazıda, değişik çoklu-kar-
şılaştırma yöntemleri betimlenmiş, sayısal örnekler için kaynaklar gös-
tirilmiş ve bu yöntemler için zorunlu geliştirilmiş bulunan yeni hata 
kavramlarının tanımlanmasına önem verilmiştir. 


